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ABSTRACT 

A strict version of differential reinforcement of low rates, called pacing, is 
added to a fixed-ratio schedule for the white Carneaux in a Skinner box. The 
experiment answers in the affirmative the question as to whether the bird can esti­
mate the size of a ratio independently of the rate at which its pecking behavior is 
reinforced. The time course of its fixed-ratio behavior with pacing tends to 
develop longer pauses after reinforcement until the bird finally gives up respond· 
ing altogether. Under a variable-interval schedule with pacing, the responding 
shows "breakthroughs" from pacing, signifying that the paced behavior gene· 
rates an aversive condition. 

Introduction 

In a previous paper,(8) a technique for the control of the free operant was 
described. By not reinforcing high rates, nor low rates, of responding, one has an 
experimental condition which we may calling pacing, which is a very strict condi­
tion for reinforcement because, in effect, too "enthusiastic" responding as well as 
"sluggish" behavior will not be reinforced even if the animal is very highly moti­
vated. It was suggested in that paper that perhaps, a pacing requirement such as 
was used in these experiments may generate an aversive condition in the behavior 
of the organism itself, so that when the pacing condition is removed, the rate of 
responding temporarily recovers to an "overshoot " level, a phenomenon suggestive 
of an "exhilarating" release from an aversive contingency imposed by an effortful 
task. 

Since then many experiments<4. 5, 9, 14, 15) have been reported that show the 
effects of an effortful or aversive task on behavior. All of these researches, including 
those published before 1964,0· 2, 3, 6, 7, 10, 11, 12, 13, 16) have shown the depres-
sing or weakening of effortful or aversive contigencies on responding. 

This paper reports on some experiments, which, while they were performed 
to resolve certain problems related to contingencies of reinforcement, are now dealt 
within the context of behavior under aversive conditions. 
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It should be noted that no investigator has so far ever reported on a pacing 
contingency such as the one used in these experiments, which is not a simple dif· 
ferential reinforcement of low rates nor of hlgh rates. 

In order to make this paper self-contained, the following descriptions as to 
basic experimental arrangements are taken from the previous report. 

Apparatus 

Although most of the features of the experimental box. the recorder, and the 
programming apparatus are discussed in more detail elsewhere,(6) these will be 
briefly described here in order to make this account complete in itself. The pacing 
apparatus, however, is not described anywhere else. 

Experimental box. This was a standard Skinner box for pigeons of the type 
being used in the Harvard Psychological Laboratories for the study of operant 
behavior. It was made from a picnic ice-box about 11" x 13" x 20". The insulation 
and titickness of its double walls afforded a considerable amount of sound-proofing 
from outside extraneous sounds. In order to further secure adequate masking of 
unwanted sounds, white noise was constantly delivered inside the experin1ental 
chamber. 

The box was divided into two compartments by a panel. On one side was the 
pigeon chamber and on the other, the food magazine. The bird pecked at a plate of 
translucent plexiglas, which was mounted behind a circular opening in the panel 
about one inch in diameter at about the level of the bird's head when it was 
standing normally. When the bird pecked at th1s plate, a pair of metal contacts were 
separated from each other and a corresponding electrical circuit was broken. A 
relay operated by this circuit was used for programming the experiment and for 
recording. The plexiglas key was always lighted from the magazine side of the 
panel. When a response was reinforced, the key light went off almost simultaneously 
with that response and a light over the food-magazine, which was below the key, 
went on. For the duration of the reinforcement, which was about 3.5 secs., food 
was available and the magazine light was on. After 3.5 secs., food was no longer 
available, and the magazine light went off; at the same time, the light through the 
response key was turned on again. 

A light of moderately low intensity was furnished by a 6-watt bulb in the bird 
compartment during the experiment. At the end of the experiment, this light as 
well as all other lights in the box were turned off, thus leaving the bird in complete 
darkness. 

In one comer of the box was a cup where fresh water was always available. 
In order to minimize grain-hunting behavior during the experiment, the cross­

wire grid floor of the pigeon chamber was raised by about l inch from the metal 
bottom of the box. Any grain that might be thrown into this compartment from 
the food magazine was therefore completely out of reach of the bird. 
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Fresh air was constantly kept in circulation inside the experimental chamber 
by means of a motor ventilator. 

The programming apparatus and cumuliitive recorder. The experiments were 
run through a system of switching circuits which arranged for the automatic deli­
very of critical stimuli and which , with timers and counters, made the programming 
of reinforcements possible. From the time the bird was put into the box up to the 
end of the experiment, there was no direct contact of any form between the experi­
menter and the subject. Responses as well as reinforcements were recorded through 
a cumulative recorder, which gave continuous records throughout the experiment. 

The pacing apparatus. The requirement of contrnl of rate of responding at the 
moment of reinforcement, for which the experimental apparatus must provide, may 
be satisfied by the following conditions: 

(I) Too long an inter-response time is not reinforced: a lower limit for 
rate of responding is imposed; 

(2) Too short an inter-response time is not to be reinforced: an upper 
limit for rate of responding is required; and 

(3) The animal must have emitted just before and at the moment of rein­
forcement an arbitrary number of successive responses at a rate the limits of 
which are set by (1) and (2) above. 

The instrumentation of conditions (1) and (2) was achieved by means of two 
vacuum-tube timers each of which set the limits for inter-response times. 

Condition (3) was met by making every pacing response step a counter which 
in turn determines the number of successive pacing responses that must be made 
before a reinforcement is delivered. If a non-pacing response is made before the full 
count is reached, the counter resets back to zero count and the bird has to start all 
over again. 

Isolation of pacing apparatus. Since the pacing response also required that 
there was to be no differential external stimulus control with respect to the rein­
forced and non-reinforced regions of the inter-response time spectrum, it was neces­
sary to mask all critical sounds from the timers and the counter that had to do 
with marking those regions off. Clicks from the timer and relays connected to it 
were handled by the masking noise inside the experimental chamber .The pacing 
counter which made an unusually loud buzz when it reset for a non-pacing res­
ponse or which clicked with some intensity when a successful pacing response was 
made, was set up in another room some distance away from the experimental 
box. 

Subjects 

The subjects for this studies were male White Carneaux pigeons which were 
about one and a half years old at the start of the experiments, and, since the life 
span of these birds is at least 15 years, variation in behavior due to age is ruled out. 
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The weights of the birds were brought down to a little below 80% of their 
ad lib weights by almost completely depriving them of food for about a week. 
About 2 or 3 grams of grain per day were given during this deprivation period, 
which was sufficient to prevent digestive disturbances that usually attend complete 
deprivation. After this, the daily feeding schedule was merely a matter of giving 
them the baJance of the ration that would bring their weights up to the 80% level, 
as described below. 

The birds were tamed before the start of the experiments in order to mini­
mize handling effects. 

All birds were trained to eat from the magazine hopper of the experimental 
box and to peck at the key by reinforcing progressive approximations to contact 
of the beak with the response key. 

Control of Other Factors 

The birds were given a daily ration of a grain mixture consisting of about 40% 
vetch, 10% hemp seed, and 50% kaffir com either in the experimental box or in 
their cages in the lofts. Their weight at the start of every experiment was always 
about 80% of the ad lib minus the ration for the day, part or all of which they 
worked for in the experimental chamber. Any unfed portion at the end of the 
experiment which was necessary to bring the weight up to the 80% level was given 
outside in the cages fifteen minutes after the bird was taken out of the box. This 
fifteen-minute delay for non-experimental feeding after the bird was taken out of 
the box was followed just to make sure that a relatively long period of non-res­
ponding in the experimental box was never correlated with the termination of the 
experiment and with a reinforcement immediately thereafter. 

The room where the bird was located was lighted and darkened by an auto­
matic switching timer which kept the light-dark cycle constant from day to day. 

There were no provisions for the control of humidity. but the temperature, 
though variable, was kept within limits of indoor comfort for the people working 
in the laboratory. The performance of the White Carneaux, however, has been 
shown to be relatively insensitive to wide variations in humidity and temperature 
of the range obtaining at the laboratory. 

Some Other General Problems 

Measurements and replicates. Data were obtained through a cumulative 
recorder which kept continuous records of responding as a function of time for 
the entire experimental session. Derivative data that were- of any special interest 
could be obtained from this cumulative graph. Whenever a figure is given .... 'ith 
respect to a day's performance by a single subject, it will be assumed to be typically 
replicated otherwise, it will be accordingly qualified. 
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Every experiment was run with at least two subjects, with repeated measure­
ments taken of the performance over a period of time, usually covering both transi­
tional developmental phases and steady states. Occasionally, an experiment was 
repeated on the same subject at some other value of the experimental variable, 
provided that the process under consideration was known to be reversible. 

The results of some part of an experiment were sometimes also replicated in 
the study of other subjects which underwent a similar history for other purposes. 
Consequently, some observations that are reported for any particular experiment 
may apply to more than two subjects_ 

Controls_ The experiments were designed so that each subject was its own 
control. Before any experimental variable was introduced, baselines were usually 
first established by stabilizing the response of the bird over some schedules the 
properties of which were relatively better known. The time required to get such 
a baseline was arbitrarily determined by the nature of the experiment and the time 
course of the performance. The length of the experiment could usually not be 
specified in advance because the deciding criterion was the appearance of certain 
significant changes in the responding which could not be predicted ahead of time. 
Different birds took different tin1es to stabilize or to arrive at important changes 
in their behavior. The choice was to allow each experiment to run its course, as 
against the alternative experimental design in which individual difference with 
respect to time might be emphasized. 

Experiment A 

FIXED-RA TIO SCHEDULE OP REINFORCEMENT 
WITH SLOW PACING 

Problem. A bird that is placed under a fixed-ratio schedule of reinforcement 
invariably shows a development course of responding which progressively increases 
towards faster rates until a terminal value is reached. From there on, the rate is 
stable at that value. Studies of pigeons placed on a mixed schedule of two fixed 
Jatios with widely disparate values, e.g. 50 and 250, indicate that they respond 
as though they were able to estimate or count approximately 50 pecks. Records 
under this schedule show short runs and breaks appropriate to a ratio 250. The 
rates of responding, however, are identical for both schedules and are taken to be at 
the upper limiting value for such ratio performances. 

Of the various factors that may be dealt with in the investigation of this 
apparent ability of the bird to approximate a specified number of ratio responses 
is the prevailing rate of responding at the moment of reinforcement. In the above· 
mentioned studies, the initial rate of the bird, when it starts th~ ratio run, is the 
same as the terminal rate. If we were interested in finding out whether or not the 
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rate at which the bird is reinforced is the cmcial factor. or the only factor, that 
could possibly influence its performance in other portions of the ratio curve, then 
a means must be found to control for the terminal rate - to prevent the so-called 
ratio "end effect" from developing. This can be conveniently provided for by the 
slow pacing of responses at the region of the curve where a reinforcement occur>. 
If the bird still runs at a faster rate than the reinforced rate, then the determining 
factor for this run cannot be the rate at which it is reinforced. 

Procedure. Two of the subjects for this experiment were shaped up to pace 
at limits of l .S and 2.0 secs for three pacing responses. Then the birds were put on 
a tandem schedule consisting of a 1-min. variable-interval schedule with added 
pacing set at the above limiting values. For all practical purposes, these two birds 
may be considered to have had no history of reinforcement of inter-response tin1es 
beyond the above-mentioned Jinlits. After being stabilized on this tandem schedule, 
they were switched to a fixed-ratio schedule with added pacing at the same linlits, 
but with the exception that if a bird did not perform very evenly in respect to the 
total ratio requirement, the number of pacing responses was reduced from three to 
two. This reduction was made in order to control for the size of the ratio from run 
to run, since the requirement of two pacing responses could be met' within much 
less variable limits in some birds than in others. Fortunately, we had to do this with 
only one out of the three subjects reported in this experiment. 

The ratio that was used with the added pacing requirement was calculated in 
the following way : The number of responses for the I-min. variable-interval sche­
dule with added pacing was divided by the number of reinforcements occurring for 
the entire experimental period. The resulting figure minus the three paced responses 
was then set as the fi.xed ratio. 

Another bird which had had an extensive history of variable-interval responding 
was added to this experiment. It underwent a shaping up process similar to that of 
the above birds, the only difference being that the latter were controlled for their 
entire experimental history at pacing_ limits of 1.5 and 2.0 secs. 

Results. Figure 1 at (A) shows the initial responding of S-106 on a ftxed ratio 
of 35 with added pacing. The record is read as a cumulative graph where the line 
resets back to the zero point of the ordinate after every reinforcement. The ratio 
counts are relatively constant at this time. This bird never had any history of rein­
forcement above or below the specified pacing limits of 1.5 and 2.0 secs. 

Figure 1 at (B) shows the responding of the same bird under identical experi· 
mental conditions two months later. From a relatively slow rate of about 0.6 res­
ponses per sec. in Record A, "runs" of about 2 or 3 responses per sec. have 
developed just before reinforcement, as indicated in Record C. These runs are well 
above and beyond that for which the pacing apparatus had ever reinforced the bird. 
The fast runs arc variable in length, but the specified ratio count is pretty well 
approximated by many of these runs, such as in segment x and elsewhere. After 
each run, there is a tapering off to the pacing rate al which the responding is rein­
forced. The results for this bird are therefore positive: high rates develop which are 
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Figure 1. Showing various stages in the development of rapid "estimatJon runs under fixed 
ratio of 35 with added slow pacing for a bird without any experimental history of 
reinforcement at fas t rates. {A) Initial fixed -ratio performance with pacing al limits 
1.5" and 2.0". (B) An intermediate stage under the same condition 18 days after 
(A). (C) Under the same conditions 2 months after (A). 

different from any that had prevailed at the moment of re inforcement during 
practically the entire history of the bird with respect to the response key of the 
experimental chamber. 

Compare Records A and C in Figure l and note that pauses are shorter or 
have disappeared where the fast runs have developed. Record B is an intem1ediate 
record and was taken 18 days after A. It shows an earlier stage of the development 
of rapid runs. 

The results for another bird, S-66, which had been previously exposed to a 
variable-interval schedule of reinforcement, are represented in Figure I -X. Record 
A reports an entire experimental session under a fixed-ratio schedule of 40 res­
ponses with added pacing at limits I .3 and 1.6 secs. The schedule had just been 
shifted from a 1-min. variable interval with added pacing. Four days afterwards, 
runs of approximately the size of the required ratio arc already in evidence, as 
shown in b and 'c of Record B of Figure 1-X. It should be noted in this record that 
instead of an initial run at a fast rate followed by paced responding. the pigeon 
starts with a pacing rate and then bursts into a fast run at about the completion of 
the ratio count required by the schedule. This is shown in a and d of this same 
Record B (Figure 1-X). As a result , the bird's performance at this point becomes 
incompatible with the pacing condition. The bird executes another run approxi· 
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Figure l-X. Showing the development of fixed-ratio "estimation" runs under moderately slow 
pacing conditions for a bird with an extensive history of variable-interval reinforce­
ment. (A) Initial responding at fixed-ratio schedule of 40 witl1 pacing at linlits 1.3" 
and 1.6". (B) 4 days afte.r (A), Note: how the ratio is 'measured" either by a rapid 
run, b and c, or in terms of pacing run, a and d. 

mately equal in magnitude to the required ratio value before it settles down to a 
pacing rate for which it gets reinforced. The absence of pauses after reinforcement 
in Figure 1-X at A should be noted. It is characteristic of birds that have had a 
prolonged history of variable-interval responding that this pause should be absent 
when the pacing condition which is introduced is at moderately slow rate limits. 

S-105 was an exact duplicate of S-106 as to history and control conditions. 
Records of a typical performance are shown in Figure 2: Record A indicates a 
relatively even responding at about 0.6 response per sec. under a fixed ratio of 47 
with added pacing. The bird had just been shifted from a 1-min. variable-interval 
schedule with added pacing. TI1en in succeeding experimental sessions, progres­
sively longer pauses after reinforcement developed. Part of the record for the 12th 
day after that of Record A is shown in Figure 2 in B record. Two days after this the 
bird simply ceased to respond to the key: a very important finding ! 

The foregoing procedure was repeated for a fixed ratio value of 35 with 
added pacing and the results were similar: on the 17th day the bird was reinforced 
only 8 times within a period of 5 hours. 

The procedure was again repeated at a much lower ratio of 20 with added 
pacing. As indicated in Figure 2 in record C, the bird was able to sustain its res­
ponding. This is a typical record of the sessions on the 7th day and thereafter. 
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Figure 2. The development of very long pauses under a fixed-ratio schedule witl1 slow pacing 
in a bird without any experimental history of reinforcement for rapid responding. 

(A) Initial responding at fixed ratio of 47 with pacing at limits 1.5 'and 2.0" 
(B) 12 days afterwards under the same conditions. ln 2 days more after th.is record, the 

bird ceased to respond completely. 
(C) Recovery at fe<ed ratio of 20. Typical performance for 7th day and afterwards. 

Discussion Pacing at slow rates was used as a method for assessing the role of 
what is happening at the ti.me of reinforcement in relation to rapid runs in ratio 
responding. This method required a controlled history of reinforcement at a speci­
fied pacing rate before exposure to a ratio schedule \vi.th added pacing. Whatever 
may be the factors that account for the rapid runs which develop in ratio perfor­
mance, this experiment demonstrates that they do not, or need not , include the 
rate at which the bird is reinforced. As indicated in a and d. Figure 1-X at B, how­
ever, progress towards the f'txed-ratio value is itself reinforcing. 

As will be seen in Experiment B, rapid runs may also occur on a variahle­
interval schedule with pacing whether or not a bird has had a history o f reinforce­
ment at rapid rates. Figure 5 and Figure 6 at C illustrate these rapid rntes under 
pacing. The size of these fast runs are highly variable and may occur after a short 
pause or after a pacing rnn. The fast runs in the curves under fixed ratio. however, 
are distinctly of about the ratio count. The bird "estinrntes" the ratio under pacing 
and the vjlriability of the estimate may be of responses occurring at a pacing rate 
rather than in rapid runs. 

Since pacing behavior involves a rather well-defined topo ;T<ophy o f mediating 
response, a given number of pacing responses means a wcll-(l~::t"1ned amount of such 
behavior. As mentioned earlier, the behavior we are speaking of may be regarded as 
a chain the only reinforced portion of which is the peck at the key. A given pacing 
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response which ge ts recorded represents a much greate r amount of behavior under 
pacing than under. fixed-ratio reinforcement without pacing. This chain, therefore, 
is such as to make the ratio a strenuous requirement, possibly equivalent to a large 
ratio without pacing. The relatively longer pauses at the end of the ratio curves in 
this experiment are consistent with this view. However, the restraining factor of 
pacing at the moment of reinforcement may even be the most formidable element 
responsible for these longer pauses, since it prevents the organism from entering 
into a natural gradient in strengthened behavior at the moment of reinforcement, 
i.e. heightened rates of responding. There would in effect be two sources of the 
indisposition to respond after completing the ratio: an augmented effortfulness in 
the perfom1ancc of what amounts to large ratio requirement and the aversiveness 
of the task in being prevented from performing at high rates at the moment of rein­
forcement . 

The preceding paragraph applies with special force to the subjects of this ex­
periment that had never been reinforced at rapid rates. One of these birds even­
tually ceased to respond at a fLxed ratio of 47 with added pacing, though the topo­
graphy of the pacing response was intact up to the last reinforced run. 

Experiment B 

V AR1ABLE-INTERV AL SCHEDULE OF 
REINFORCEMENT WITH PA Cl NG 

Problem. The variable-interval schedule, with or without the added pacing 
condition , was used in the previous ex periments as a baseline against which the 
effects of another variable may be assessed. Yariable-intervaJ responding could, 
however, be treated separately in its own right. The object of the following experi­
ments was to investigate some of the properties of variable-intervaJ performance 
under pacing conditions at slow rates. 

Procedure. A direct comparison of variable-interval curves, with and without 
pacing, where the performance under both conditions develop approximately con­
currently, was made by using multiple-schedule techniques. Each of the two sche­
dules was placed under stimulus control: when the bird was on a variable-interval 
without pacing, the response key was illuminated white; when it was on a variable­
interval schedule with pacing, the key was red. One-half of the experimental hour 
was under one schedule and the second half, under the other. In order to avoid 
any possible sequence bias in the allocation of the halves o f the experimental 
session, the first half of the hour was assigned to a particular schedule in alternate 
sessions. In the intervening session it was assigned to the other schedule. 

It was necessary to equate the number of reinforcements on the two sche­
dules. This is especially inlportant in a multiple schedule where the change from 
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one condition to the other may give an important difference simply because the 
density of reinforcements had changed. When there is not such a relatively rapid 
shift from one schedule to another as in the single-schedule technique which was 
used in the previous experiments, this question may not be of any significance. 

Observations of the prior performance of the birds indicated that by using 
a 2-min. variable-interval schedule without the pacing condition for comparison 
against a I-min. variable-interval schedule with pacing, we could achieve appro· 
ximatcly the same number of reinforcements per unit time. We therefore simply 
ran the motor for the 1-min. variable-interval half as fast as usual in order to get a 
2-min. variable-interval schedule. This procedure had the added advantage that no 
reinforcements in the 2-min. variable-interval schedule without pacing would come 
closer together than twice the shortest interval on the 1-min. variable-interval 
schedule. This made some provision, therefore, for the comparison and interpre­
tation of pauses after reinforcement, because in the pacing condition no rein­
forcement could possibly occur unless the bird had made at least four responses, 
which necessarily required time. 

Preceding this experiment, two birds had undergone an extensive history of 
variable-interval responding, under pacing conditions and without pacing. The per­
fomrnnce of these two birds on the multiple schedule were observed for 18 hours 
and 11 hours respectively, until a clear-cut difference between the two schedules 
could be seen. Then the pacing condition was removed and the birds were allowed 
to run under a 2-min. variable-interval schedule for both red and white keys. 

In a second part of the experiment, no use was made of a 2-min. variable­
interval schedule in order to equate for number of reinforcements. The subjects 
were two birds reported in earlier experiments and three others that were used for 
some other experiments. In these cases, the birds were simply put on a 1-min. 
variable-interval schedule, allowed to stabilize, then put on a I-min. variable interval 
with added pacing, and allowed to stabilize again. 

Results. Record A in Figure 3 shows a typical record for one of the subjects 
after 18 hours of exposure to the multiple schedule described above. The fust 
half of this graph shows responding under a I-min. variable-interval schedule with 
pacing, the schedule being under control of a red response key. The bird ran at 
approximately 0.4 response per second with relatively long pauses after reinforce­
ment. The second half of this record is for a 2-min. variable-interval under the con­
trol of a white key. A rapid rate of about 2.0 responses per second, which is appro­
priate to the straight variable-interval schedule, comes out as soon as the color of 
the key is changed to white. The rate then subsides to a lower rate of about 1.3 
responses per second with occasional short runs at approximately the pacing rate, 
as at p and q. The pauses after reinforcement in th is half of the record have almost 
disappeared or, at least , are much shorter than in the earlier pacing condition. 
Figure 3 at B shows the loss of stimulus control with respect to the co]ors of the 
key eight hours after the pacing condition was removed. The Joss was progressive 
over this interval of time. 
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Figure 3. (A) Comparison curves for the 18th hour of a multiple schedule where the two parts 
of the schedule are under stimulus control : red key - I-min. variable interval with 
pacing (limits at 2.0" and 2.5"); white key - 2-min. variabk interval only. (B) Show­
ing loss of stimulus control with respect to the key-colors in the multiple schedule on 
the 8th hour after the bird was put on a straight variable-interval schedule on both 
red and white. 

The other bird's performance is indicated in Figure 4. Record A was taken 
11 hours after the multiple schedule was started, and Record B was made 5 hours 
after the pacing was removed. All observations pertinent to the previous subject 
with respect to pauses after reinforcement, rate differences, and the occasional 
appearance o f pacing rates under the non-paci11g stimulus may also be made here. 
Note the runs al the pacing rate in the variable-interval schedule, as in m in Figure 
4 , Record A. and n in Figure 4, Record B. Before the state of the multiple-sche.dule 
in Figures 3 and 4 , Record A, is reached, however, there is a relatively brief and 
occasional appearance o f fast runs immediately after a reinforcement while under 
the pacing condition. This is indicated in Figure 5 in A. After these fast runs, the 
bird paces at a rate of about 0.5 response per second, which is somewhat higher 
than that at the stage where the longer pauses have made their appearance - about 
0.4 response per second. A somewhat weaker version of this same phenomenon is 
seen in the curve for the other bird, as shown in Figure 5 in A. After a relatively 
short pause of about 1 or 2 seconds, there is a brief run of about 5 to 8 responses 
at a fast rate , after which the bird settles down to a pacing rate. This pacing rate is 
about 0.5 response per second and is again higher than that in Figure 3, record 
A, where, after a long pause, the rate is of the order of 0.4 response per second. 
lt is left an open question at this point whether, where the pauses are short under 
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rii:urc 4. A set of cuives for another bird, S-104. under the same experimental treatment as 
that of S-102 in Figure 3. 

the pacing condition, the runs are inductive effects from the variable-interval part 
of the multiple schedule. 

We may now examine the results of the single-schedule technique, where the 
birds were allowed to stabilize on a I -min. variablc-inte1vaJ schedule with added 
pacing. Five subjects used earlier in this study were subjected to this procedure for 
some purpose or other and all gave uniform results at stable states. A typicaJ curve 
is shown in Figure 6, Record B. The rcspon<ling is even, the pauses after reinforce­
ment arc quite marked, and the rate is the reinforced pac ing rate. S-102 and S-104, 
which had been exposed previously to va riable-interval contingencies, where there 
was opportunity to develop high rates of responding, show fast runs immediately 
after reinforcement under an added pacing condi tion. Figure 6. Record A. ancl 6. 
Record C show examples o f this kind of run about 5 days after the birds were 
first subjecte<l to the variable-inte rval reinforcement schedule with added pacing. 

These fast runs under a pacing con<lition are not confined to occasions where 
a short pause follows a re inforcement. They may occur while the bird has begun 
slow pacing - "breaking through " the paced responding, as it were. This is shown 
in a and b of Figure 6, Record D, for two different birds. Curiously enough S- 149 
for the curve in Figure 6, Record D, had never had any history of reinfor~·emcnl 

at high rat es prior to this "breaking through''. 
Discussion. Pauses after reinforcement under a •1ariable-interva1 schedule with 

added pacing are markedly longer than those of ti ••. control situation whe re the 



204 Lagmay, Pacing Experiments 

/ 
/ 
\ · •Ot 

...... 

flGUlllt ' 

Figure S. Showing rapid runs after a short pause following reinforcement before going down 
to a pacing rate, for birds under multiple-ichedule procedure. (A) shows this effect 
only occasionally and in weak form. The stronger version is in (B) for that part of 
the curve on the red key. 

Figure 6. Variable-interval curves under slow pacing conditions obtained from different birds 
with the single-schedule technique. (A) and (C) show rapid runs after a short pause 
following reinforcement for S· 102 and S-104, respectively. (B) shows a stable per­
formance curve under I-min. variblc-interval schedule with slow pacing. Note the 
longer pauses. (S-149. (D) shows an example of "breaking through" at a fast rate 
from a pacing run (S· l49). 
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pacing is absent. Steps were taken to rule out the possibility that such a difference 
might depend on the number of responses that have to be emitted before reinforce­
ment. If, by making only one o r two responses since the last reinforcement, another 
reinforcement occurs, as in the usual variable-interval schedule, then the bird is 
necessarily in a different situation in terms of this number from tha t in the pacing 
condition where the bird has to emit a.t least four responses before reinforcement. 
Since the only difference in the two parts of the multiple schedule was the pacing 
condit ion, the longer pauses in the variable interval with pacing must be due solely 
to this difference. The possibility of color preference is excluded by the fact that 
the birds on a straight variable-interval schedule alternately on red and white keys 
gave the same rates of responding on both colors, with identical characteristics of 
the curves immediately after reinforcement. 

The above findings have its analogues in the preceding experiments on a 
fixed-ratio schedule with pacing, where the pauses are very much longer than those 
which hold for an equivalent straight ratio performance. The result also recalls the 
case of paced fixed-ratio responding at a ratio value of 4 7, where the bird progres­
sively developed longer and longer breaks until it ceased to respond. These con­
verging Jines of evidence point to the possible aversive character of slow paced­
behavior. Since there were no aversive stimuli in the external environment of 
the subject under the pacing condition, the aversive stimulus must have been the 
organism's own behavior. 

The fact that a bird which has had no history of reinforcement at fast rates 
still shows rapid runs, i.e . ' 'breaking through" the pacing, may similarly indicate 
that running at a preferred rate removes the organism from an aversive condition. 
These fast runs under a variable-interval schedule with slow pacing could not have 
been due to what had happened just before and at the moment of reinforcement 
because the rate at the moment of reinforcement was cont rolled at slow rates. 
Neither could it have been the inunediate effect of a reinforcement since the run 
come only either after a short pause or after pacing had been started. Another 
possibility, of course, might lie in the pre-experimental history of the organism. 
But even if this were true, the argument is not in any way diminished under the 
circumstances. 

It is significant that the presence of fa~t runs in fixed ratio with pacing is 
correlated with relatively shorter pauses or absence of pausing. In the variable­
interval with pacing, fast runs are also accompanied by shorter pauses after rein­
forcement. Where there are no rapid runs the pauses are longer. 

Summary and Conclusions 

(l) The slow pacing technique applied to the study o f fixed-ratio schedules 
shows that rapid rates may occur in fixed-ratio responding although the bird has 
never had any experimental history of reinforcement at such h igh rates. lt is in· 
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ferred that progress towards the fixed ratio value may be reinforcing and leads 
to such rapid rates as are not accounted for in terms of the usual ratio "end effect". 

Furthermore, a relatively accurate estimation of the value of the ratio is 
found to be possible either in executing a slow pacing run or a rapid run. This "esti­
mation" behavior of the pigeon in fixed-ratio responding, therefore, does not 
depend upon the rate at which it is running. 

(2) The performance under a variable-interval schedule with slow pacing 
shows: (a) Relatively longer pauses after reinforcement than a control performance 
with no pacing. It was shown that these longer pauses were not due to the absence 
of a quick reinforcement since the last reinforced response. They are, it is sug· 
gested, due to the possible aversive character of slow-pacing behavior. (b) "Breaking 
through" at a rapid rate after a pacing run or, at some brief transitional stage, a 
rapid run after short pause, which are not explained in terms of progress towards 
a count as in the case of the fixed ratio with pacing. 

(3) In both variable-interval and fixed-ratio schedules with pacing, fast runs 
are correlated with shorter pauses after reinforcement or with the absence of 
pauses. When there are no rapid runs after reinforcement, the pauses are relatively 
longer. Again, the possibility that pacing behavior has aversive properties may 
explain this. This also confirms (2) above. 

A BRlEF RETROSPECTIVE ON A FEA TlJRE OF THE 
EXPERIMENTAL RESULTS 

The foregoing experiments, while difficult of execution and instrumentation, 
were rather simple and straightforward in design and in answering some questions 
in the laboratory investigation of contingencies of reinforcement, with special 
reference to what is happening to the organism at the moment of reinforcement. 
The experiments tried to tease out the concept of "ratio end effect" and to throw 
some light on the capacity of the organism to estimate counts without actually 
counting, as part of the general problem of the organism effort at all tin1es to 
maximize the results of its behavior. 

However, there were results that were quite unexpected during the experi­
ments, which were not really part of the original project. The most fundamental 
of these was that a slow-pacing contingency, as here defi.ned, had repeatedly 
demonstrated its aversive character: when an animal is prevented running at opti­
mum rates under the very strict conditions of pacing, even if the task be as simple 
as executing a ratio of less than 50 responses, the organism will develop a strong 
indisposition to respond. Almost like a profound extinction process seem to be set 
in motion, or that some aversive condition is generated in behavior of th.e animal 
itself such that the organism would rather starve than engage in paced behavior. 

There are suitable analogues to this type of situation in human behavior, such 
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as that of an aspiring writer who has all the elementary skills for turning out a good 
paper but who is kept from achieving a satisfactory output because of a self­
imposed criteria of excellence that makes his task extremely difficult. 

There arc all manner of procedures for suppressing, depressing or, in general, 
weakening any given behavior such as electric shock, verbal punishment, making 
tasks more physically effortful, and so forth, but a method that merely requires 
a much higher degree of precision in responding could be just as effective in knock­
ing out the behavior. A pacing requirement is something of this method, with the 
added feature that a reinforcement is automatically more and more delayed if the 
individual manifests any behavior that denotes enthusiasm. The gradually lengthen­
ing pauses after such small ratios with the pacing requirement reminds us of pro­
found extinction effects that go with extremely large ratios that are required for 
reinforcement. 
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F.G. David, Discus.wit 

On the whole, the empirical fmding i.n the two experiments, reported by Dr. 
Lagmay, included the following: A) Added to a stable, fixed ratio (FR) or rein­
forcement, wherein the ratio was about 35 responses per one instance of reinforce­
ment, a pacing schedule of 1.5·2.0 responses per second induced (a) the disap­
pearance of the ratio "end-effect", which is characterized by a rapid increase in the 
rate of responding just immediately before reinforcement, (b) the decrease or dis­
appearance of the characteristic pauses just immediately after reinforcement, and 
(c) induced the appearance of "fast runs" or rapid rate of responding, especially at 
intervals where pauses would have occurred or immediately after the periods of 
pacing. B) Added to a high ratio of FR47, the pacing schedule induced the dis­
appearance of responding altogether. (Responding was restored only when the ratio 
was reduced to FR-20.) And C) In _a tandem of two concurrent variable interval 
schedules of reinforcement (VI), for which the average interval per instance of 
reinforcement was I .0 minute for one schedule, and 2.0 minutes for the other 
schedule, and in which each of the schedules was under a distinct stimulus control 
- red response-key for the VI-1.0 minute and white for th.e Vl-2.0 minutes -, the 
pacing added to the Vl-1.0 minute induced the appearance of pauses immediately 
after reinforcement and the over-all decrease in the response rate. Complementarily, 
under the VI-2.0 minutes, to which pacing was not added, there appeared a com­
pensatory appearance to "fast runs" of responding and an over-all increase in res­
ponse rate. 

In consideration of the empirical fmding, Dr. Lagmay raised the thought and 
explication that A) the addition of a pacing schedule provided a test, which 
showed, more obviously, that the experimental animals, or pigeons in the study, 
could "estimate" or "count" ratios or the passage of time; and B) the addition of 
the pacing schedule increased t.he work-demand on the anin1als, so much that the 
response-characteristic, that was requi1ed, was by itself aversive. One particular 
basis for this explication was the cessation of responding of the bird which was put 
under a demanding schedule of a high FR4 7, which was coupled with a pacing 
schedule. 

While the two experiments in the study only dealt with a small sample of five 
pigeons, the empirical finding appeared to be firm enough. Despite all this, one can 
raise certain obvious weakness of an "own-control" experimental design, especially 
pertaining only to a very limited sample. An "own-control" design can not account 
for the variance due to individual differences; more so, if the experimental subjects 
are not looked at as a block and nuisance factor. This objection is not a mere 
matter of one's being bothered about a lack of experimental-design or statistical 
elegance. It is pretty substantive, particularly in respect to contemporary pieces of 
evidence, obtained even in fairly radical "Skinnerian" laboratories, predisposed to 
hold a mechanistic, reductionistic view of reality, physical or behavioral and biolo­
gical, that individual difference is significant even among common, experimental 
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animals. In this light, the singular case of the pigeon subject to the FR-47 plus a 
pacing schedule, the case for the explication of effortfulness or aversiveness, might 
just be unique to the bird in question. Of course, this objection is a matter of 
empirical debate, and it can be dealt with, without difficulty, by means of a 
replication of the case with many more pigeons, under similar regiment of experi­
mental conditions. 

And concerning the facts of "fast runs", which appeared to be tied up to the 
compensatory release from the pauses and pacing effects, one wonders whether or 
not these kinds of effects can be obtained with any type of responses. May it be that 
this so-called pacing effects are unique to the response of pecking in the bird? May 
it be that the whole matter is a case for so-called species-specific behavior? May it 
be that pecking follows a "tempo", such as that attributed to the effects of the 
related studies of Gilbert. Works by Robert Bolles and by Gilbert on species-specific 
responses and on "tempo" in pigeons' pecking are crucial for consideration, there­
fore, of the case for the effects of pacing. 

Rnally, one must note, especially in connection with the second experiment 
by Dr. Lagmay, that response-rate under a tandem of two or more concurrent 
schedules of variable interval has been shown quantitatively to be proportional to 
the rate of reinforcement. Herrnstein, a contemporary of Dr. Lagmay at the Har­
vard Laboratory, bas worked on an elegant and well-confirmed quantitative analysis 
of the law of effects. The said law is expressed in a non-formidable equation. The 
point, in connection with the paper now under discussion anyhow, is that the 
effects, obtained in the experiments, need not be looked at as an admirable case for 
the ability of pigeons to "estimate" schedules, as they may be mere mechanical 
matching of probabilities. For, indeed, if the pigeons can "estimate" response re­
quirements relative to reinforcement rate, why do they have to emit many res­
ponses at a steady rate, under the VI schedule, when all that is required is either a 
single response at the lapse of the average interval or a few responses in accordance 
with the pacing limitation? Maybe the principle of parsimony must be invoked 
here, that the more complex explication of "estimation" is unnecessary, inasmuch 
as the matter can be accounted for in terms of a simpler concept of matching 
probabilities, as well as of "tempo." 




